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1. Introduction 

LeanBigData is an ultra-scalable and ultra-efficient big data platform integrating in one product 
the three main big data technologies: a novel transactional NoSQL key-value data store, a 
distributed complex event processing (CEP) system, and a distributed SQL database. The 
platform is designed to achieve scalability in a very efficient way avoiding the inefficiencies and 
delays introduced by current Extract-Transform-Load-based (ETL) approaches. Currently, one 
of the main issues in data management at enterprises and other organizations is the fact that 
databases are either operational (OLTP-OnLine Transactional Processing) or analytical (OLAP-
OnLine Analytical Processing). This leads to a separation of the management of the operational 
data performed at operational databases, and the management of analytical queries performed 
at analytical databases or data warehouses. This separation results in having to copy the data 
periodically from the operational database into the data warehouse. This copy process is 
termed Extract-Transform-Load (ETL). ETLs are estimated to consume 75-80% of the budget 
for business analytics.  

LeanBigData solves this issue in data management by bringing a database, LeanXcale, with the 
two capabilities, operational and analytical.   

Another aspect in which LeanBigData innovates lies in the efficiency of the transactional 
processing and the storage engine. The transactional processing has been re-architected and 
re-implemented to be an order of magnitude more efficient than the initial version at the 
beginning of the project. A new storage engine, KiVi, has been architected and implemented 
from scratch. It is based on a new data structure to be efficient both for range queries and 
updates. 

Another main innovation brought by LeanBigData is in the area of data streaming. Here, the 
goal has been to produce an efficient scalable distributed complex event processing engine  

LeanBigData platform is equipped with a visualization subsystem able to report incremental 
visualization of results of long analytical queries and with an advanced anomaly detection and 
root cause analysis module. The visualization subsystem also supports efficient manipulations 
of visualizations and query results through hand gestures. 

Four use cases have been integrated with the developed infrastructure to demonstrate the 
value of the LeanBigData platform and validate it. 

The main components of the LeanBigData platform are shown in Figure 1. This deliverable 
evaluates the Complex Event Processing component, the parallel SQL engine, the transaction 
management component (LeanXcale) and the visualization system. 
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Figure 1: LeanBigData components. 

 

 
The project is divided into nine work packages. This deliverable belongs to work package 2 and 
is the result of tasks 2.5. The deliverable reports the results of the empirical evaluation of the 
integrated platform and the individual subsystems providing a quantification of their scalability 
and performance under different workloads. This deliverable also reports on the usability 
evaluation. 

This deliverable shows the scalability of different components of the LeanBigData. The platform 
was evaluated in the UPM cluster. The deliverable also reports on the usability evaluation of the 
visualizations and human-computer interface of the LeanBigData platform with a population of 
at least 100 people counting with professionals from the different partners. 

1.1. Relation with other deliverables 

Previous deliverables of work package 2, LeanBigData Integrated Platform, dealt with the 
architecture and design of the LeanBigData integrated platform.  
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2. Scalability of Transaction Management  

In this section we evaluate the scalability of the transaction management component of 
LeanBigData which is integrated in the LeanXcale database. We study the scalability of the 
platform in terms of maximum sustainable throughput under a response time constraint. To 
evaluate the database, we use the industrial benchmark TPC-CÊ (TPC-C)1, the reference 
benchmark for OLTP databases. TPC-C benchmark stresses key hardware components in 
database systems like I/O, CPU, memory, and for distributed databases, also network. We have 
implemented the benchmark application according to the TPC-C specification. The 
implementation is available at GitHub2.  

We used a shared-nothing cluster with 464 cores. The cluster is composed of two different 
types of nodes. Type A nodes are equipped with 4-core Intel(R) Xeon(R) CPU X3220 @ 
2.40GHz, 8 GB of RAM, 1 Gbit Ethernet and a directly attached 150 GB SSD hard drive.  

Type B nodes are equipped with 12-core Intel(R) Xeon(R) CPU E5-2630 v2 @ 2.60GHz, 
128GB of RAM, 1Gbit Ethernet and a directly attached 0.5 TB SSD hard disk. There are in total 
52 machines, 20 type A nodes and 32 type B nodes. All the nodes run Ubuntu 12.04 LTS. 

2.1. TPC-C Benchmark 

 
The TPC-C database model is defined in the following figure. 

 

Figure 2 TPC-C schema design 

 
The database size and load scale unit is the warehouse. For every warehouse, there are 10 
clients accessing concurrently to data in the same warehouse. A one warehouse database in 
plain CSV format is about 63.15 MB and it spans 599011 rows.  

Scaling the database in terms of size is linear to the number of warehouses.  

TPC-C defines five types of transactions: 

 

                                                 
1 

 http://www.tpc.org/tpcc/  
2 

 https://github.com/rmpvilaca/EscadaTPC-C  
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¶ NewOrder: Inserts a new order with a variable number of items. The transaction 
performs 2 row selections with data retrieval, 1 row selection with data retrieval and 
update and 2 row insertions. Then, for a variable number of items (in average 10), 
performs (1 * number of items) row selections with data retrieval, (1 * number of items) 
row selections with data retrieval and update and (1 * number of items) row insertions. 

¶ Payment: Updates the customer's balance and reflects the payment on the district and 
warehouse sales statistics. This transaction presents two cases: In the first case, a 
customer is retrieved based the customer id, then the transactions performs 3 row 
selections with data retrieval and update; and 1 row insertion. In the second case, the 
customer is retrieved based on the last name. The transaction performs 2 row selections 
(on average) with data retrieval, 3 row selections with data retrieval and update; and 1 
row insertion. 

¶ OrderStatus: Checks the status of a given order. The transaction first picks a customer 
and her last order. To do so, the transaction defines two cases. In the first case, the 
customer is retrieved based on the customer id then, the transaction performs 2 row 
selections with data retrieval. In the second case, the customer is retrieved based on the 
last name, and then the transaction performs 4 row selections (on average) with data 
retrieval. Finally, in both cases, the transaction checks the status (delivery date) of each 
item on the order (on average there are 10 items per order). This operation performs: (1 
* number of items) row selections with data retrieval. 

¶ Delivery: Processes a batch of 10 new (not yet delivered) orders. The transaction 
performs 1 row selection with data retrieval, (1 + number of items per order) row 
selections with data retrieval and update, 1 row selections with data update and 1 row 
deletion. 

¶ StockLevel: Determines the number of recently sold items that have a stock level below 
a specified threshold. The transaction performs 1 row selection with data retrieval, (20 * 
number of items per order) row selections with data retrieval and at most (20 * number of 
items per order) row selections with data retrieval. 

TPC-C workload states that for every 100 submitted transactions, 45 are NewOrder, 43 are 
Payment, 4 are StockLevel, 4 are OrderStatus and 4 are Delivery transactions.   

2.1.1 Experiment setup 

We have configured the platform as follows: Zookeeper, HBase Master, HDFS Namenode, 
Snapshot Server and Commit Sequencer Manager run each one on a type A node. This 
number of machines is fixed for all configurations.  

Each type B node (i.e., computing node) runs 1 Query Engine instance, 2 Conflict Managers 
instances, 1 Logger instance, 4 HBase RegionServer instances and 1 HDFS DataNode 
instance. TPC-C clients run on type A nodes.  

We measured the capacity of one computing one in terms of database size and number of 
concurrent clients. We stress the computing node until we reach the maximum throughput, 
while the benchmark SLAs3 are still met.  Then, the number of computing nodes is increased to 
show the scalability of LeanXcale database. 

In order to measure the capacity of the computing node we populated the database with 50, 
100, 200, 300, 400 and 500 warehouses and injected load from 500 to 5000 clients.  Figure 3 
shows that a single computing node is able to handle 3000 clients with a database populated 
with 300 warehouses. For larger databases, the latency grows exponentially because the 

                                                 
3 

 http://www.tpc.org/tpc_documents_current_versions/pdf/tpc-c_v5.11.0.pdf 
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system is almost saturated (Figure 4). The CPU becomes a bottleneck, reaching around 80 % 
of CPU utilization with 400 warehouses.  

 

Figure 3 Throughput with a single computing node. 

 

Figure 4 Average transaction latency with a single computing node. 

 
The next step in the evaluation consists in scaling the number of nodes along with the database 
size and the number of concurrent clients. We scaled the system to up to 32 computing nodes.  
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We used up to 16 client nodes to inject the TPC-C load. Each node runs up to 2 TPC-C client 
instances. The goal of this evaluation is to prove that LeanXcale scales linearly. That is, 
increasing the number of computing nodes, the database size and the load the system, the 
system is able to produce n-times the throughput of a single computing node, maintaining the 
latency of transactions. Table 1 shows the different configurations adopted for the selected 
database sizes and load. 

 

Table 1 TPC-C benchmark database size 

Warehouses Clients DBSize 
(#rows) 

DBSize  
(GigaBytes) 

Number of 
Computing 
nodes 

300 3000 149803300 19 1 

600 6000 299606600 38 2 

1200 12000 598913200 76 4 

2400 24000 1197726400 152 8 

4800 48000 2245649500 304 16 

9600 96000 4491299000 608 32 

 
 

2.1.2 Results 

Figure 5 and Figure 6 show the evolution of the throughput and latency when running TPC-C 
from 3000 up to 96000 clients in settings with 1 to 32 computing nodes. The figures show that 
LeanXcale is able to scale linearly. Throughput scales linearly and the latency observed by the 
clients does not increase as more load is injected. In this evaluation, the Snapshot Server and 
Commit Sequencer nodes (type A) presented less than 10% of CPU of utilization in the largest 
configuration.  That is, these nodes can cope with ten times more load before they become a 
bottleneck. Running these two services in a more powerful machine will increase even more the 
load the two services can run. 
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Figure 5 Scalability of LeanXcale ï Throughput. 

 
 

 

Figure 6 Scalability of LeanXcale - Latency of transactions. 
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2.2. Scalability of the Transaction Manager 

The main bottleneck of an OLTP database is the transaction processing. This key component 
was designed in LeanXcale as a set of independent components. The goal of this experiment is 
to evaluate the scalability of the transaction manager. For that purpose, we used the Yahoo! 
Cloud Serving Benchmark (YCSB4) to evaluate the scalability of the transaction manager.  
YCSB is an up-to-date benchmark for cloud data stores. We have used YCSB because the 
operations are simpler than in TPC-C and there are no waiting times, and no restrictions on the 
number of clients. YCSB client implements basic row bases operations such as read, insert, 
update, scan, and read-modify operations.  

YCSB operations access a single table, usertable. Usertable is populated with synthetic data 
generated by the benchmark. The benchmark allows to customize the usertable by defining the 
key and columns length and the number of columns.  We used the standard configuration of 
user table with a key of 100 bytes and 10 columns of 100 bytes each. 

In order to stress the system the benchmark only executes update transactions. Read-only 
transactions are much lighter since they do not conflict with concurrent transactions and nothing 
is logged. For each transaction we invoke the methods to start transaction, check for conflicts 
and commit in the Transaction Manager API. 

2.2.1 Experiment setup 

The goal of this experiment is to proof the scalability of the TMs. The Snapshot Server and 
Commit Sequencer are standalone servers and they are not scale out. T  

The evaluation is run on a cluster of 12-core Intel(R) Xeon(R) CPU E5-2630 v2 @ 2.60GHz,128 
GB of RAM, 1Gbit Ethernet and a directly attached 0.5 TB SSD hard disk. There are in total 16 
nodes, all run Ubuntu 12.04 LTS and 4-core Intel(R) Xeon(R) CPU X3220 @ 2.40GHz, 8 GB of 
RAM, 1 Gbit Ethernet and a directly attached 150 GB SSD hard drive.  

We deploy 1 Transaction Manager instance with 1 co-located Logger instance and up to 12 
Conflict Manager Instances per 12 core machine. The Conflict Manager is a single-threaded 
process so we deploy as many instances as the number of cores. Local Transaction 
Manager/Logger pair (from now on, LTM) and Conflict Managers are deployed on different 
machines.   

2.2.2 Evaluation 

In order to study the scalability of the Local Transaction Manager and Conflict Managers, we 
provision with a Snapshot Server and Commit Sequencer node.  For every two Local 
Transaction Managers we provision with a Conflict Manager node. Figure 7 presents the 
throughput for an increasing number of LTM and CMs. A single unit (of two LTMs and 1 CM) is 
able to handle 46000 update transactions per second approximately. In our experiment, we 
deployed up to 10 TMs and 5 Conflict Managers. The throughput in the largest configuration is 
more than 2,300,000 updates transactions per second, which is 5 times the throughput of a 
single unit. Therefore, the system scales linearly processing.  This number of transactions per 
second satisfies most of current applications.  

                                                 
4
 https://github.com/brianfrankcooper/YCSB 
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Figure 7: Scalability of the Transaction Manager (transactions/second) 

 

2.3. Snapshot Server and Commit Sequencer Scalability 

The throughput of this service depends on the number of Transaction Managers being served. 
This is because the job done is constant per Transaction Manager and does not depend on the 
actual load of a Transaction Manager. That is, for the Snapshot Server it represents the same 
amount of work if the Transaction Manager is serving one or one million transactions per 
second.  
 
In order to saturate this service, the TMs needed to generate such load is too high (as we will 
show later in this section). Therefore, we have conducted a simulation. The simulation consists 
in deploying this service and deploy as many client threads (Snapshot Server spawns a thread 
for each Transaction Manager, plus the server thread which is in charge to process/compute the 
batches). For the Snapshot Server evaluation, we have used a single 4-core Intel(R) Xeon(R) 
CPU X3220.  
Each client thread is orchestrated by the benchmark generating the exact amount of work that a 
single Transaction Manager would generate in the system.  
We measure the throughput of the system in terms of computed batches per second and the 
latency of computing the batches. The Snapshot Server produces a new snapshot every 10 
milliseconds when the system is under loaded. We consider the Snapshot Server to be 
saturated when it is not able to produce a new snapshot every 10 milliseconds.  
Figure 8 shows the throughput of the Snapshot Server with an increasing number of 
Transaction Managers. The Snapshot Server scales linearly up to 800 Transaction Managers.  
The Snapshot Server produces 25,000 batches per second with 250 TMs. The number of 
batches produced is doubled (50,000 batches/s) with 500 TMs. The latency is almost constant 
(below 10 milliseconds) until 800 clients (Figure 9). 
If the Snapshot Server can handle up to 800 clients with a latency lower than 10 milliseconds, it 
means that the Holistic Transaction Manager, when properly scaled, could be able to serve up 
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to 800 times the throughput of a single Transaction Manager. That is, If a Transaction Manager 
handles up to 140,000 update transactions per second, we can conclude that LeanXcale 
Transaction Manager could potentially handle up to 112 million transactions per second. 

 

Figure 8 Snapshot Server Throughput  

 
 

 

Figure 9 Snapshot Server - Latency with increasing number of Transaction Managers 
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3. Parallel and Distributed SQL Engine Evaluation 

In this section, we validate that the OLAP parallel and distributed SQL engine implementation 
developed within the project satisfies the success indicators proposed in the DoW regarding 
analytical processing, that is: (i) it is able to process 1 TB of data in 10 seconds using 15 nodes, 
and (ii) it uses 5 times less resources than MapReduce (MR). 

3.1. Large Scale OLAP Evaluation 

For this evaluation, we setup an experiment using a synthetic dataset, generated from real data, 
containing voice calls and messages logs from a telco company, with 1TB size.  The dataset 
contains multiple details related to voice calls and messages, such as date, duration, 
geographical information, error information, device (e.g., manufacturer, model, operating 
system), or user account.  Considering this dataset, the analytical queries presented in Table 2 
were used to measure LeanXcale Distributed Query Engine (DQE) processing times. 

Table 2: Analytical queries uses for analytical processing evaluation 

 Description SQL Query 

Q1 Average call 
duration 

SELECT SUM({fn timestampdiff(SQL_TSI_SECOND, 

CONNECT_TIME, DISCONNECT_TIME)})/COUNT(*) AS  AVG_TIME  

FROM LOGS3G 

WHERE CONNECT_TIME IS NOT NULL 

    AND DISCONNECT_TIME IS NOT NULL;  

Q2 Total call 
duration for Q4 
of 2010 

SELECT SUM({fn timestampdiff(SQL_TSI_SECOND, 

CONNECT_TIME, DISCONNECT_TIME)}) AS TOTAL_TIME_2010Q4  

FROM LOGS3G 

WHERE CONNECT_TIME IS NOT NULL 

    AND DISCONNECT_TIME IS NOT NULL 

    AND DATE_END >= timestamp('2010 - 10- 01 00:0 0:00')  

    AND DATE_END < timestamp(' 2011 - 01- 01 00:00:00' )  

Q3 Call duration 
and call count, 
per year and 
month 

SELECT "YEAR", "MONTH", SUM({fn 

timestampdiff(SQL_TSI_SECOND, CONNECT_TIME, 

DISCONNECT_TIME)}) AS TOTAL_TIME , COUNT(*) AS TOTAL  

FROM LOGS3G 

WHERE CONNECT_TIME IS NOT NULL 

    AND DISCONNECT_TIME IS NOT NULL  

GROUP BY "YEAR", "MONTH"  

Q4 Number of 
failed calls and 
messages 
events per 
terminal 
manufacturer 

SELECT TRM_BRAND, COUNT(*) AS FAILED  

FROM LOGS3G 

WHERE INSUCCESS = 1  

GROUP BY TRM_BRAND;  

 

Both queries Q1 and Q2 perform a scalar aggregation, with Q1 performing a full table scan, 
whereas Q2 performs an indexed scan over a quarter of a year range.  Queries Q3 and Q4 
perform grouped aggregations, with Q4 performing a count based on a boolean attribute value. 

This dataset was loaded on the DQE, deployed over 15 machines/nodes at UPM cluster.  Each 
node has 2 Intel Xeon E5-2630v2@2.60GHz CPUs (6 cores, 12 threads), 128GB of RAM, a 
direct attached Intel SSD DCS3500 (460GB) hard drive, and GigaBit Ethernet network.  The 
deployment was organized as follows: 
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¶ 1 node running the snapshot server, the commit sequencer, the configuration manager, 
the zookeeper, the HBase master, the HDFS name node, and the monitor server; 

¶ 14 nodes each one running 1 DQE instance, 1 HDFS data node, 4 HBase region 
servers, 1 conflict manager, and 1 monitor agent. 

An extra machine was used to run the client application submitting the queries. 

We run the experiment with different levels of parallelism, starting with 1 worker thread per DQE 
instance (see deliverable D5.3 for additional details about parallelism on DQE), and increasing 
the number of workers up to 24 (total of 336 workers), with increments of 4.  Figure 10 shows 
the queries processing times for the different levels of parallelism.  For each configuration, the 
query was run 5 times, and the average of the last 4 executions was reported (to account for 
cache warm ups).  Considering the proposed KPI of 10s processing time, we can observe that 
all queries were able to meet the indicator with no more than 12 workers per DQE instance.  
Moreover, all queries were able to improve performance beyond 12 workers per DQE instance.  
Taking the best average processing time for each query, we can verify that all queries executed 
in less than 8.4s (i.e., 16% less than the promised KPI).  The fastest query executed in less 
than 5.1s (i.e., 49% less than the promised KPI), and the fastest full scan queries (Q3 and Q4) 
executed in 8.1s (i.e., 19% less than the promised KPI). 

 

 

Figure 10: Queries processing times 

Figure 11 shows the speedups obtained with the aforementioned queries.  As expected, 
considering that each of the nodes used has 12 physical cores, the queries speedup increases 
steadily up to 12 workers per DQE instance, where it reaches a value between 7x and 8x 
(depending on the query).  Small improvements can be obtained adding more workers, with 
query Q4 reaching a maximum speedup of 8.3x with 20 workers per DQE instance. 
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Figure 11: Queries speedups 

Analysing hardware resources usage, we can observe the CPU is the component limiting 
further performance improvements.  Figure 12, Figure 13 and Figure 14 show the evolution on 
hardware resources (CPU, network and disk I/O) usage for one of the nodes used to deploy a 
DQE instance, running Q1 with an increasing number of workers per DQE instance (up to 24).  
With 24 workers per DQE instance (i.e., 1 worker per CPU thread of the machine) the CPU 
usage reaches 100%, whereas network and disk I/O usage remains far from its limits (both 
components can achieve throughputs above 100MB/s).  Note that although the CPUs support 
24 threads of execution, they only have twelve physical cores (per node), which explains why 
the performance improvements after 12 workers per DQE instance are reduced, even though 
the CPU only reaches full usage with 24 workers per DQE instances. 

 

 

Figure 12: CPU usage over time, running Q1 with an increasing number of workers per DQE 
instance 
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Figure 13: Disk usage over time, running Q1 with an increasing number of workers per DQE 
instance 

 

Figure 14: Network usage over time, running Q1 with an increasing number of workers per DQE 
instance 

3.2. Comparison with MapReduce 

The queries from Table 2 were also used to compare the hardware resources usage of the DQE 
and MR (Hadoop MapReduce v2.7.2 was the implementation used in this comparison).  For 
MR, handmade implementations of the queries were produced, which read the data from CSV 
files stored on HDFS. 

For this experiment, we used 5 machines/nodes.  Each node has an Intel Core i3-
3240@3.40GHz CPU (2 cores, 4 threads), 8GB of RAM, a direct attached Seagate HDD 
ST500DM002 (500GB) hard drive, and GigaBit Ethernet network. 

The DQE deployment was organized as follow: 
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¶ 1 node running the snapshot server, the commit sequencer, the configuration manager, 
the zookeeper, the HBase master, the HDFS name node, 1 conflict manager, and the 
monitor server; 

¶ 4 nodes each one running 1 DQE instance, 1 HDFS data node, 1 HBase region servers, 
and 1 monitor agent. 

The MR deployment was organized as follow: 

¶ 1 node running the zookeeper, the HDFS name node, and the resource manager; 

¶ 4 nodes each one running 1 HDFS data node, and 1 node manager. 

In both cases, an extra machine was used to run the client application, which submits the 
queries/jobs. 

The dataset size was adjusted to the size of the cluster.  That is, as we reduce the total number 
of cores available by a factor of 20, the dataset used was also reduce by a factor of 20, i.e., we 
used a dataset of 50GB. 

Figure 15 reports the processing times for each query, using the DQE (with 8 workers per 
instance) and MR.  Tables Table 3 and Table 4 summarize the results of this experiment 
regarding hardware resources usage, for the master node and the slave nodes (aggregated), 
respectively.  In both cases, we present average CPU usage, total CPU time, total disk I/O and 
total network usage.  These results show that DQE reduces query processing times by more 
than an order of magnitude (between 12.4x and 13.5x), which is directly reflected on CPU time.  
The reduction on network usage is also of about one order of magnitude.  However, the 
reduction on disk I/O is of about three orders of magnitude.  This is impressive reduction is 
achieved by keeping most of the data cached in memory instead of reading it from disk. 

These results show that the reduction on resources usage enabled by the DQE OLAP SQL 
engine is above the 5x value proposed in the DoW. 

 

 

Figure 15: Queries processing time with DQE and MR 
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Table 3: Hardware resources usage (master node) 

 Q1 Q2 Q3 Q4 

 DQE MR DQE MR DQE MR DQE MR 

Avg. CPU (%) 1.29 0.40 1.33 0.41 1.33 0.37 1.25 0.39 

CPU (s) 1.36 5.44 1.34 5.63 1.37 5.05 1.29 4.94 

Disk (MB) 0.75 4.18 0.73 4.07 0.61 3.80 0.76 4.07 

Network (MB) 3.58 11.40 3.70 11.25 3.46 11.31 3.84 11.15 

 

Table 4: Hardware resources usage (slave nodes) 

 Q1 Q2 Q3 Q4 

 DQE MR DQE MR DQE MR DQE MR 

Avg. CPU (%) 90.78 96.83 96.21 94.26 94.77 97.56 94.59 95.91 

CPU (s) 95.87 1324.62 96.60 1278.19 97.42 1319.07 97.62 1227.67 

Disk (MB) 4.39 58221.66 3.76 44170.55 2.97 58933.55 2.66 58880.67 

Network (MB) 12.76 185.35 12.58 76.04 12.52 92.72 12.76 85.49 
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4. Complex Event Processing Evaluation  

In this section we demonstrate that LeanBigData complex event processing (CEP) is a scalable 
system able to satisfy the success indicator stated in part B of the DoW, that is: be able to 
process 1 million events per second. To this end we use a continuous CEP query in the context 
of the Data Centre Monitoring use case (a sub-set of this query was used for the preliminary 
evaluation of the CEP presented in deliverable ñD4.6 CEP Engine Distributedò.  

Each machine installed in the data centre reports events with the schema described in Table 5. 

Table 5 ï Schema of the events in the Data Centre Scenario 

Field Name Field Description 

UnixTime Timestamp when this metric was read 

MachineName Identifier of the machine. Composed as: {roomID}_{rackID}_{serverID} 

CPULoad Percentage of CPU used at a certain time 

NetworkByteIn Bytes of information sent through the network at a given timestamp 

NetworkByteOut Networks sent through the network at a given timestamp 

DiskIO Disk usage 

CPUTemp Temperature of the server 

Power Consumption value 

 

For this evaluation we used synthetic data simulating events from a cluster made by 100 rooms 
each one with 1.000 rack of 50 blades each. 

LeanBigData CEP is used to process the metrics reported by the data centre sensors and to 
raise alerts when some specific conditions are matched. The alert conditions are described in 
Table 6. Maximum and average values are evaluated over data received in intervals of 10 
minutes. 

Table 6 ï Alert Conditions 

Alert Condition 

Server Alerts 

Maximum CPU load > 95% 
Maximum CPU temperature > 85 

Maximum Power consumption > 350 

Average CPU load > 80% 
Average CPU temperature > 70 

Average Power consumption > 300 

Rack Alerts 
Average CPU load of all server in the rack > 80% 
Average CPU temp of all server in the rack > 70 

Average Power consumption of all server in the rack > 300 

Room Alerts 
Average CPU load of all server in the room> 60% 
Average CPU temp of all server in the room > 60 

Average Power consumption of all server in the rack > 200 
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Figure 16 ï Data centre monitoring CEP query 

 
The CEP query depicted in Figure 16 is used to process the data and raise the alerts. The 
query starts with the MAP operator that transforms the field MachineName into three new fields 
containing respectively the room name, the rack number and the server id. The de-multiplexer 
DMUX operator is used to replicate the input stream into three different output streams that will 
be used to compute the statistics per server, per rack and per room. Finally three blocks, each 
one composed by an aggregate and filter operators are used to compute the statistics per 
sever/rack/room and to check the alert conditions. 

The evaluation is being made at UPM cluster. We used a set of blades each one equipped with 
AMD Opteron 6376@2.3 GHz, 128GB of RAM, 1Gbit Ethernet and a directly attached 460GB 
SDD disk. In detail the setup is composed by: 

¶ 3 nodes for load generators. 

¶ 1 node to run LeanBigData CEP Orchestrator and the resource monitor server. 

¶ 2 to 8 nodes to run LeanBigData Instance Managers.  

 

In the experiments we used up to 75 clients distributed on 3 blades. After a warm-up stage, 
each client sends events with a constant rate of 20.000 events per second. 

The query was divided into three sub-queries by the JCEPC driver auto query factory. Figure 17 
shows how the query is divided in sub-queries. The sub-query SQ1 contains the MAP and 
DMUX operators because the heading stateless operators are all inserted in the same sub-
query. Then, there are three more sub-queries SQ2, SQ3 and SQ4 with the pair AGGREGATE 
and FILTER operators. These sub-queries were created because the AGGREGATE is a stateful 
operator and the JCEPC driver allocates each stateful operator together with the following 
stateless operator into a new sub-query. 
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Figure 17 ï Sub-queries configuration 

 

 
To demonstrate the scalability of the engine, we run the query in three different deployments 
with 2, 4 and 8 nodes for the CEP.  

First we run the query in 2 nodes with the following deployment: 

¶ Sub-query SQ1 with 45 instances. 

¶ Sub-query SQ2 with 40 instances. 

¶ Sub-query SQ3 with 15 instances. 

¶ Sub-query SQ4 with 12 instances. 

 

SQ1 and SQ2 were deployed with a larger number of instances because they are heavier than 
SQ3 and SQ4. In fact, SQ3 and SQ4 compute statistics respectively per rack and room which is 
much less information than the total number of blade statistics computed by SQ2. 

Figure 18 shows the evolution of the CEP throughput during an experiment that last for about 
15 minutes. The maximum throughput reached at the end of the experiment was around 
400.000 tuples per second. In this experiment we gradually started 20 clients each with a 
constant target throughput of 20.000 tuples per second. 
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Figure 18 ï CEP Throughput evolution (2 nodes). 

 
Figure 19 and Figure 20 show the evolution of the network (bytes sent per second) and CPU 
idle (that shows the percentage of available CPU) of the blades used in this experiments, that is 
blade105 for the clients and blade102 and blade103 for the Instance Managers. Looking at 
Figure 20 we see that the CPU on the CEP nodes were almost full utilized (Cpu Idle going to 0). 

 

Figure 19 - Bytes sent by each node in the CEP Cluster (2 nodes). 


