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Executive Summary 
This deliverable is for dissemination and awareness of the LeanBigData project results. It 
presents a video for each of the use cases of the project. The use cases are built upon the 
technology delivered by LeanBigData. The deliverable also includes a summary the publications 
of the project and the patents filled. The main software components are proprietary are not 
included in this public deliverable. 
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1. Introduction 
LeanBigData is an ultra-scalable and ultra-efficient big data platform integrating in one product 
the three main big data technologies: a novel transactional NoSQL key-value data store, a 
distributed complex event processing (CEP) system, and a distributed SQL database. The 
platform is designed to achieve scalability in a very efficient way avoiding the inefficiencies and 
delays introduced by current Extract-Transform-Load-based (ETL) approaches. Currently, one of 
the main issues in data management at enterprises and other organizations is the fact that 
databases are either operational (OLTP-OnLine Transactional Processing) or analytical (OLAP-
OnLine Analytical Processing). This leads to a separation of the management of the operational 
data performed at operational databases, and the management of analytical queries performed 
at analytical databases or data warehouses. This separation results in having to copy the data 
periodically from the operational database into the data warehouse. This copy process is termed 
Extract-Transform-Load (ETL). ETLs are estimated to consume 75-80% of the budget for 
business analytics.  
LeanBigData solves this issue in data management by bringing a database, LeanXcale, with the 
two capabilities, operational and analytical.   
Another aspect in which LeanBigData innovates lies in the efficiency of the transactional 
processing and the storage engine. The transactional processing has been re-architected and re-
implemented to be an order of magnitude more efficient than the initial version at the beginning 
of the project. A new storage engine, KiVi, has been architected and implemented from scratch. 
It is based on a new data structure to be efficient both for range queries and updates. 
Another main innovation brought by LeanBigData is in the area of data streaming. Here, the goal 
has been to produce an efficient scalable distributed complex event processing engine  
LeanBigData platform is equipped with a visualization subsystem able to report incremental 
visualization of results of long analytical queries and with an advanced anomaly detection and 
root cause analysis module. The visualization subsystem also supports efficient manipulations of 
visualizations and query results through hand gestures. 
Four use cases have been integrated with the developed infrastructure to demonstrate the value 
of the LeanBigData platform and validate it. 
The main components of the LeanBigData platform are shown in Figure 1.  
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Figure 1: LeanBigData components. 

 
 
The project is divided into nine work packages. This deliverable belongs to work package 1.  
 
This deliverable according to the DoW refers to a web enabled (or DVD based) public Showcase, 
that will be used for dissemination and awareness activities. It will include web based and 
electronic publications, and will feature a meaningful subset (software, data, etc.) of the 
functionality characterizing the project demonstrator(s) arrived at, along with relevant copyright 
notices and contact information.  Since DVDs can reach a reduced audience, the deliverable is 
in electronic format so that, anyone that connects to the project website can access it. The 
deliverable contains a video for each use case in the project. The use cases are built upon the 
technology developed in the project. The software developed in the project is mainly proprietary 
and therefore, it is not included in this public deliverable.  
The deliverable contains a summary of the project publications as well as the patents generated 
during the project.  
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2. Videos 

2.1. LeanBigData Promotional Video.  

This is the promotional video of the project.  
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2.2. Cloud Data Centres Monitoring. 

Global Information Services (GIS) departments in large enterprises are in charge of maintaining 
complex systems such as Data Centres or Distributed server networks and improve their 
performance. It is important for GIS to monitor end-user’s response time and the overall system 
performance. Response time, however, is a lagging indicator of most performance problems. 
Many other factors need to be monitored such as depletion of work threads, memory leaks, 
changes to the application infrastructure, error detection, internal failures, and the application 
interaction with back-end systems. It is also very important to identify actual problems before they 
result in performance and availability issues. With the increase in the complexity of IT networks, 
their components cannot be analysed in isolation. Root-cause analysis, finding frequent 
behavioural patterns or predicting possible failure points require explaining the complex 
relationships between the components in the network as well as the metrics collected from these 
components and their attributes. This requires the use of continuous queries over massive 
monitoring streams (100 metrics per second per node in data centres with tens of thousands of 
nodes) and an efficient way to handle them to reduce operational costs. Although products in the 
market cover this spectrum, new technology is necessary to combine efficiently streaming events 
and information stored in different data stores and formats and especially with lower resource 
consumption. Visualization of such complex systems usually results in visual layouts, which are 
difficult to interpret. This makes it more difficult to analyse actual performance problems and 
detect the root causes. We seek to use new visualization tools based on emerging technologies 
in the area of human-machine interaction, which make system analysis and management more 
natural, efficient and straightforward. 
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2.3. Cloud Data Centres Monitoring with virtual reality. 
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2.4. Alignment of Financial Direct Debit Transactions. 

Electronic alignment of Direct Debit (DD) transactions is a key business function of modern 
banking systems. In a DD financial transaction, one party withdraws funds from another party’s 
bank account (both parties can either be a company or a person). The party receiving the funds 
is called “the payee”, the one being charged is called “the payer”. To set up the process, the payer 
must advise his/her bank that he/she authorizes the payee to directly withdraw the funds from a 
specified bank account belonging to him/her. DDs are available in a number of countries, where 
they are made under each country’s specific rules, and are restricted to domestic transactions. 
There are generally two methods (which can be possibly combined) to set up the authorization: 
1) One method involves only the payer and the payee, with the payer authorizing the payee to 
collect amounts due on her account; 2) The other method requires the payer to instruct her bank 
to honour direct debit notes from the payee. The payee is then notified that she is now authorised 
to initiate direct debit transfers from the payer. After the authorization has been given, the payee 
can instruct his/her bank to debit an amount directly from the payer’s bank account. The payee’s 
bank account and the payer’s bank account are at two different banks. Once the process is set 
up, the direct debit transactions are processed electronically. In many cases, in addition to the 
payee’s bank and to the payer’s bank, there is also a third bank, called the “Aligning Bank” (AB), 
acting as a mediator. In Italy, the AB is a single bank, it cannot be a Clearing House. The use 
case focuses specifically on the data exchanges handled by the AB. 
Bidirectional transactions related to banking processes that manage automatic payments by DD 
and basic available functions/services are considered. These involve two main data flows: a) Data 
flow from payee to AB; b) Data flow from AB to payee. The payer can cancel the authorization for 
a DD payment at any time. Additionally, the banker can decline to carry out a DD transaction if 
the transaction would breach the terms of the bank account out of which payment is to be made 
(as an example, this may happen if the transaction were to cause the account to overdraw, since 
banking law does not authorize a bank to alter the amount). DDs are massively used for recurring 
payments, and in particular utility and credit card bills. A major risk factor lies in the fact that the 
authorisation that is given – i.e. the circumstances in which the funds can be drawn – are a matter 
of agreement between the payee and the payer, of which the bankers are not concerned. Even 
in countries where a number of controls are enforced on the authorization set up process, the 
problem of direct debit fraud is extensive. 
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2.5. Social Network Analytics. 
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2.6. Targeted Advertisement. 

As a core part of monetising internet content and services, our SAPO web portal and associated 
pages, currently at 2M+ visitors per day, serve graphical ads. Through a set of configurations and 
rules regarding ad consumption, our customers buy packs of advertisement prints and the 
algorithm behind the AdServer then decides which advertisement to print at any given time to 
each user on specific pages, attempting to maximise returns. For this decision, the AdServer 
relies on history of advertisement printing events, web analytics and user specific information. 
The normal running of the AdServer produces large amounts of information. Each printing event 
contains information such as timestamps, geo-referencing, visited URL, ISP and DNS data, 
specific user data, keywords used on the search that led to the page where the ad is served, to 
name a few. It is a highly relational dataset and at times heterogeneous. On top of printing events 
there are traditional web analytics events where we aggregate relational logging information 
describing user flow on our web pages. 
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3. Publications 

3.1. Journal Articles 

Title 
Transaction Management Across Data Stores 
Full Details 
International Journal of High Performance Computing and Networking. 
Ricardo Jiménez-Peris, Marta Patiño-Martinez, Iván Brondino, Valerio Vianello. 
UPM, LeanXcale. 
Abstract 
Companies have evolved from a world where they only had SQL databases to a world where they 
use different kinds of data stores such as key-value data stores, document-oriented data stores 
and graph databases. This scenario rose new challenges such as data model heterogeneity and 
data consistency. There could be inconsistencies in case of failures during business actions 
requiring to update data scattered across different data stores due to the lack of transactional 
consistency across data stores. In this paper we propose an ultra-scalable transactional 
management layer that can be integrated with any data store with multi-versioning capabilities. 
This layer was integrated with six different data stores, three NoSQL data stores and three SQL-
like databases. We particularly focus on the ultra-scalable transaction management API and how 
it can be easily integrated in any versioned data stores.. 
 
Title 
Visualization System for Monitoring Data Management Systems 
Full Details 
Journal of Information Systems Engineering & Management, 1:4 (2016), 48 ISSN: 2468-4376, 
November 7, 2016 
Emanuel Pinho, Alexandre Carvalho 
INESC 
Abstract 
Usually, a Big Data system has a monitoring system for performance evaluation and error 
prevention. There are some disadvantages in the way that these tools display the information and 
its targeted approach to physical components. The main goal is to study visual and interactive 
mechanisms that allow the representation of monitoring data in grid computing environments, 
providing the end-user information, which can contribute objectively to the system analysis. This 
paper is an extension of the paper presented at (Pinho and Carvalho 2016) and has the purpose 
to present the state of the art, carries out the proposed solution and present the achieved goals. 

3.2. Conference and Workshop papers 

Title 
Direct Debit Transactions: A Comprehensive Analysis of Emerging Attack Patterns 
Full Details 
SecureSysComm 2015: Workshop on Security and Privacy in Systems and Communication 
Networks 
Luigi Romano, Luigi Coppolino, Salvatore D'Antonio, Gaetano Papale, Luigi Sgaglione, 
Ferdinando Campanile 
SyncLab 
Abstract 
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In the recent years payment systems in Europe are evolved to a new scenario where transactions 
and retail payments take place according to the SEPA (Single Euro Payments Area) Regulation. 
SEPA is an initiative of the European banking industry aiming at making all electronic payments 
across the Euro area -- e.g. by credit card, debit card, bank transfer or direct debit -- as easy as 
domestic payments currently are. One of the payment schemes defined by the SEPA mandate is 
the SEPA Direct Debit (SDD) that allows a creditor (biller) to collect funds from a debtor's (payer's) 
account, provided that a signed mandate has been granted by the payer to the biller. Thanks to 
SDD consumers can make and receive no-cash euro payments with a single set of instructions 
and a single bank account. It is apparent that the use of this standard scheme facilitates the 
access to new markets by enterprises and public administrations and allows for a substantial cost 
reduction. However, the other side of the coin is represented by the security issues concerning 
this type of electronic payments. A study conducted by Center of Economics and Business 
Research (CEBR) of Britain, on behalf of Liverpool Insurance Company, showed that from 2006 
to 2010 the Direct Debit frauds have increased of 288%. In this paper a comprehensive analysis 
of real SDD data provided by the EU FP7 LeanBigData project is performed in order to identify 
and classify emerging and sophisticated attack patterns that can be executed against an SDD 
service. The results of this data analysis will be used to inspire the design of a security system 
supporting analysts to detect Direct Debit frauds. 
 
Title 
Self-Learning Cloud Controllers: Fuzzy Q-Learning for Knowledge Evolution 
Full Details  
IEEE International Conference on Cloud and Autonomic Computing, September 2015 
Pooyan Jamshidi, Amir Sharifloo, Claus Pahl, Andreas Metzger, Giovani Estrada 
INTEL 
Abstract 
Cloud controllers aim at responding to application demands by automatically scaling the compute 
resources at runtime to meet performance guarantees and minimize resource costs. Existing 
cloud controllers often resort to scaling strategies that are codified as a set of adaptation rules. 
However, for a cloud provider, applications running on top of the cloud infrastructure are more or 
less black-boxes, making it difficult at design time to define optimal or pre-emptive adaptation 
rules. Thus, the burden of taking adaptation decisions often is delegated to the cloud application. 
Yet, in most cases, application developers in turn have limited knowledge of the cloud 
infrastructure. In this paper, we propose learning adaptation rules during runtime. To this end, we 
introduce FQL4KE, a self-learning fuzzy cloud controller. In particular, FQL4KE learns and 
modifies fuzzy rules at runtime. The benefit is that for designing cloud controllers, we do not have 
to rely solely on precise design-time knowledge, which may be difficult to acquire. FQL4KE 
empowers users to specify cloud controllers by simply adjusting weights representing priorities in 
system goals instead of specifying complex adaptation rules. The applicability of FQL4KE has 
been experimentally assessed as part of the cloud application framework ElasticBench. The 
experimental results indicate that FQL4KE outperforms our previously developed fuzzy controller 
without learning mechanisms and the native Azure auto-scaling. 
 
Title 
CumuloNimbo: A Cloud Scalable Multi-tier SQL Database  
Full Details  
Bulletin of the Technical Committee on Data Engineering (TCDE). Vol. 38 (1). 2015, IEEE 
Computer Society.   
Ricardo Jimenez-Peris, Marta Patiño-Martinez, Bettina Kemme, Ivan Brondino, José Pereira, 
Ricardo Vilaça, Francisco Cruz, Rui Oliveira y Yousuf Ahmad  
LeanXcale, UPM, INESC 
Abstract 
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This article presents an overview of the CumuloNimbo platform. CumuloNimbo is a framework for 
multi-tier applications that provides scalable and fault-tolerant processing of OLTP workloads. 
The main novelty of CumuloNimbo is that it provides a standard SQL interface and full 
transactional support without resorting to sharding and no need to know the workload in advance. 
Scalability is achieved by distributing request execution and transaction control across many 
compute nodes while data is persisted in a distributed data store. In this paper we present an 
overview of the platform. 
 
Title 
Snapshot Isolation for Neo4j 
Full Details 
19th International Conference on Extending Database Technology (EDBT 2016), 15-18 March, 
2016 
Marta Patiño-Martínez, Diego Burgos-Sancho, Ricardo Jiménez-Peris, Iván Brondino, Valerio 
Vianello, Rohit Dhamane 
UPM, LeanXcale 
Abstract  
NoSQL data stores are becoming more and more popular. Graph databases are one of this kind 
of data stores. Neo4j is a very popular graph database. In Neo4j all operations that access a 
graph must be performed in a transaction. Transactions in Neo4j use read-committed isolation 
level. Higher isolation levels are not available. In this paper we present an overview of the 
implementation of snapshot isolation (SI) for Neo4j. SI provides stronger guarantees that read-
committed and provides more concurrency than serializability 
 
Title 
Using N-Gram Graphs for Sentiment Analysis: An Extended Study on Twitter 
Full Details 
In IEEE Second International Conference on Big Data Computing Service and Applications, 29 
March-1 April 2016 
Fotis Aisopos, Dimitrios Tzannetos, John Violos, Theodora Varvarigou 
ICCS/NTUA 
Abstract 
Tackling the challenges posed by Social Networking content and addressing its casual nature, n-
gram graphs technique provides a language-independent supervised approach for text mining. 
Adopting this data analysis model, this paper provides an extended study of sentiment analysis, 
using a multilingual and multi-topic environment, employing and combining different classification 
algorithms, and attempting various configuration approaches on classification parameters to 
increase the efficiency. Compared to results found on big corpora used in previous studies, the 
outcome of the current paper implies a high classification accuracy and an enhanced validity, 
since the current experiments use datasets processed by human annotators. 
 
Title 
Reducing Data Transfer in Parallel Processing of SQLWindow Functions 
Full Details 
DataDiversityConvergence 2016 – CLOSER 2016, 23 - 25 April, 2016 
Fábio Coelho, José Pereira, Ricardo Vilaça and Rui Oliveira. 
INESC 
Abstract 
Window functions are a sub-class of analytical operators that allow data to be handled in a derived 
view of a given relation, while taking into account their neighbouring tuples. We propose a 
technique that can be used in the parallel execution of this operator when data is naturally 
partitioned. The proposed method benefits the cases where the required partitioning is not the 
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natural partitioning employed. Preliminary evaluation shows that we are able to limit data transfer 
among parallel workers to 14% of the registered transfer when using a naive approach. 
 
Title 
3D Vizualization of Large Scale Data Centres 
Full Details 
DataDiversityConvergence 2016 – CLOSER 2016, 23 - 25 April, 2016 
Giannis Drossis, Chryssi Birliraki, Nikolaos Patsiouras, George Margetis and Constantine 
Stephanidis. 
FORTH 
Abstract 
This paper reports on ongoing work regarding interactive 3D visualization of large scale data 
centres in the context of Big Data and data centre infrastructure management. The proposed 
approach renders a virtual area of real data centres preserving the actual arrangement of their 
servers and visualizes their current state while it notifies users for potential server anomalies. The 
visualization includes several condition indicators, updated in real time, as well as a color-coding 
scheme for the current servers’ condition referring to a scale from normal to critical. Furthermore, 
the system supports on demand exploration of an individual server providing detailed information 
about its condition, for a specific timespan, combining historical analysis of previous values and 
the prediction of potential future state. Additionally, natural interaction through hand-gestures is 
supported for 3D navigation and item selection, based on a computer-vision approach. 
 
Title 
Data Collection Framework: A Flexible and Efficient Tool for Heterogeneous Data Acquisition 
Full Details 
DataDiversityConvergence 2016 – CLOSER 2016, 23 - 25 April, 2016 
Luigi Sgaglione, Gaetano Papale, Giovanni Mazzeo, Gianfranco Cerullo, Pasquale Starace, 
Ferdinando Campanile 
SyncLab 
Abstract 
The data collection for eventual analysis is an old concept that today receives a revisited interest 
due to the emerging of new research trend such Big Data. Furthermore, considering that a current 
market trend is to provide integrated solution to achieve multiple purposes (such as ISOC, SIEM, 
CEP, etc.), the data became very heterogeneous. In this paper a flexible and efficient solution 
about the data collection of heterogeneous data is presented, describing the approach used to 
collect heterogeneous data and the additional features (pre-processing) provided with it. 
 
Title 
Direct Debit Frauds: A Novel Detection Approach 
Full Details 
DataDiversityConvergence 2016 – CLOSER 2016, 23 - 25 April, 2016 
Luigi Sgaglione, Gaetano Papale, Giovanni Mazzeo, Gianfranco Cerullo, Pasquale Starace, 
Ferdinando Campanile 
SyncLab 
Abstract 
Single Euro Payments Area (SEPA) is an initiative of the European banking industry aiming at 
making all electronic payments across the Euro area as easy as domestic payments currently 
are. One of the payment schemes defined by the SEPA mandate is the SEPA Direct Debit (SDD) 
that allows a creditor (biller) to collect directly funds from a debtor’s (payer’s) account. It is 
apparent that the use of this standard scheme facilitates the access to new markets by enterprises 
and public administrations and allows for a substantial cost reduction. However, the other side of 
the coin is represented by the security issues concerning this type of electronic payments. A study 
conducted by Center of Economics and Business Research (CEBR) of Britain showed that from 
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2006 to 2010 the Direct Debit frauds have increased of 288%. In this paper a comprehensive 
analysis of real SDD data provided by the EU FP7 LeanBigData project is performed. The results 
of this data analysis will conduct to define emerging attack patterns that can be execute against 
SDD and the related effective detection criteria. All the work aims at inspire the design of a security 
system supporting analysts to detect Direct Debit frauds. 
 
Title 
PaaS-CEP: A Query Language for Complex Event Processing and Databases 
Full Details 
DataDiversityConvergence 2016 – CLOSER 2016, 23 - 25 April, 2016 
Ricardo Jiménez-Peris, Valerio Vianello, Marta Patiño Martínez 
LeanXcale, UPM 
Abstract 
Nowadays many applications must process events at a very high rate. These events are 
processed on the fly, without being stored. Complex Event Processing technology (CEP) is used 
to implement such applications. Some of the CEP systems, like Apache Storm the most popular 
CEPs, lack a query language and operators to program queries as done in traditional relational 
databases. This paper presents PaaS-CEP, a CEP language that provides a SQL-like language 
to program queries for CEP and its integration with data stores (database or key-value store). Our 
current implementation is done on top of Apache Storm however, the CEP language can be used 
with any CEP. The paper describes the architecture of the PaaS-CEP, its query language and the 
algebraic operators. The paper also details the integration of the CEP with traditional data stores 
that allows the correlation of live streaming data with the stored data. 
 
Title 
Design of an RDMA Communication Middleware for Asynchronous Shuffling in Analytical 
Processing 
Full Details 
DataDiversityConvergence 2016 – CLOSER 2016, 23 - 25 April, 2016 
Rui C. Gonçalves, José Pereira, Ricardo Jiménez-Peris 
INESC, LeanXcale 
Abstract 
A key component in large scale distributed analytical processing is shuffling, the distribution of 
data to multiple nodes such that the computation can be done in parallel. In this paper we describe 
the design and implementation of a communication middleware to support data shuffling for 
executing multi-stage analytical processing operations in parallel. The middleware relies on 
RDMA (Remote Direct Memory Access) to provide basic operations to asynchronously exchange 
data among multiple machines. Experimental results show that the RDMA-based middleware 
developed can provide a 75% reduction of the costs of communication operations on parallel 
analytical processing tasks, when compared with a sockets middleware. 
 
Title 
Sentiment Analysis over politics-related big Twitter datasets 
Full Details 
Integration of Polyglot Persistence and Blending Workshop, DisCoTec 2016, June 6-9, 2016 
Fotis Aisopos, Vrettos Moulos, John Violos, Theodora Varvarigou, Pavlos Kranas, Sotiris 
Stamokostas, Dimos Kyriazis, Adreas Menychtas, Kleopatra Konstanteli, George Vafiadis, 
Athanasia Evangelinou, Christina Santzaridou, Vasileios Anagnostopoulos, Anna Gatzioura, 
Nikiforos Makrinakis 
ICCS/NTUA 
Abstract 
In this paper, we propose a novel sentiment analysis technique for messages exchanged in 
Twitter, related political debates, using the novel technique of n-gram graphs in the context of a 
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big data analysis platform (LeanBigData). Towards this direction, we make use of a big dataset 
of tweets posted during the pre-election period in Greece on September 2015. Tweets are divided 
among three sentiment classes, according to specific patterns recognized (emoticons) to create 
the respective n-gram graphs and calculate node similarities, so as to train multiple classifiers 
and compare their behavior. Also, we compare the performance of various sub-sets to come up 
with the optimal patterns to aggregate tweets for a concrete analysis. Classification experiments 
provided promising results, comparing to the real sentiment of the testing dataset, as described 
in the last section of the paper. 
 
Title 
The LeanBigData Data Collection Framework - An innovate and adaptable framework for 
collection and normalization of structured data 
Full Details 
DisCoTec RTPBD 2016, June 6-9, 2016 
Luigi Coppolino, Luigi Sgaglione, Gaetano Papale, Ferdinando Campanile 
SyncLab 
Abstract 
The data collection for eventual analysis is an old concept that today receives a revisited interest 
due to the emerging of new research trend such Big Data. Furthermore, considering that a current 
market trend is to provide integrated solution to achieve multiple purposes (such as ISOC, SIEM, 
CEP, etc.), the data became very heterogeneous. In this paper is presented an innovative and 
adaptable framework for collection and normalization of structured data, describing the approach 
used to collect structured data and the additional features (pre-processing) provided with it. 
 
Title 
Detecting Performance Degradation with System Level Metrics 
Full Details 
DisCoTec RTPBD 2016, June 6-9, 2016 
Dimitris Ganosis, Yannis Sfakianakis, Manolis Marazakis, and Angelos Bilas. 
FORTH 
Abstract 
With recent consolidation trends, it is today typical to run multiple applications on servers within 
datacenters. Due to the diversity of applications and the lack of generic models for comprehension 
of application behavior, data centers (DC) operators and providers cannot easily infer how well 
an application is behaving, with respect to user-expectation. Therefore, they tend to resort to 
application-level metrics that are not always easy to obtain via instrumentation. 
In this work we examine how system-level metrics can be used to infer application behavior and 
specifically performance degradation when mixed workloads are deployed on consolidated 
servers. 
We introduce a lightweight and inexpensive monitoring framework that detects a performance 
degradation of unknown applications by using only system level metrics. We examine more than 
700 hardware and software level metrics and identify correlations with various application  
classes. 
Using this analysis, we reduce these metrics to 24 useful metrics. Then, we use automated 
profiling to establish acceptable baselines for applications and we monitor applications 
dynamically during execution to identify any significant degradation. We evaluate our approach 
on ten benchmarks of different categories (cpu, memory, I/O, and network intensive applications) 
and we find that our approach is able to identify changes in application behavior without any 
specific knowledge about the applications. 
 
Title 
CoherentPaaS: Providing transactional support for cloud data stores 
Full Details 
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DisCoTec RTPBD 2016, June 6-9, 2016 
Ricardo Jiménez Peris, Marta Patiño Martínez, Ivan Brondino 
LeanXcale, UPM 
Abstract 
In the last decade it has been observed an exponential explosion of generated user data over the 
internet. Traditional data management solutions such as relational databases are simply not able 
to process this large amount of data in a reasonable time. A new need of high scalable data 
management tools emerged, the cloud data stores. These technologies are able to process 
petabytes of data but with an important trade-off: the lack of transactional consistency. The 
scenario becomes even more complex for those applications whose building blocks are on top of 
a hybrid data store ecosystem. This works presents a novel protocol to provide transaction 
semantics on top of heterogeneous data stores transparently to applications. 
 
Title 
STREAM-OPS: a Streaming Operator Library 
Full Details 
DisCoTec RTPBD 2016, June 6-9, 2016 
Ricardo Jiménez Peris, Valerio Vianello, Marta Patiño Martínez 
LeanXcale, UPM 
Abstract 
Nowadays applications consume huge amount of live data with the requirement of real-time 
processing. Complex Event Processing (CEP) represents a promising technology to allow these 
applications to process large amount of information in real-time. Some of the available CEP 
systems, like Apache Storm, provide a programmatic model for the definition of the continuous 
queries used to process data on the fly. This paper presents STREAM-OPS, a library of streaming 
operators written in JAVA that is designed to ease the process of streaming query definition. In 
the paper we also present an evaluation of the STREAM-OPS library when integrated into two 
CEP systems developed in the context of CoherentPaaS and LeanBigData European projects. 
 
Title 
Targeted Advertisement case-study: a LeanBigData benchmark 
Full Details 
DisCoTec RTPBD 2016, June 6-9, 2016 
Jorge Teixeira, Miguel Biscaia, Ivan Brondino, Mario Moreira 
Altice Labs, UPM, LeanXcale 
Abstract 
In this paper we present Targeted Advertisement case-study, a big data case-study for 
LeanBigData project. PT (Portugal Telecom) sells multi-platform ads online covering the whole 
spectrum of web, mobile and TV, allowing advertisers to define their own campaigns, set their 
campaign goals and budget, their choice of paid words, as well as many other constraints 
including geographic and demographic of the targeted customers. To reliably provide efficient, 
contextualized and targeted advertisements to final users, the current architecture of PT AdServer 
relies on in-house developed tools for handling the high-throughput stream of data and to deal 
with analysis and visualization. We present a benchmark study performed on LeanBigData 
platform tested with real PT needs in terms of data throughput and scalability. 
 
Title 
Big Data Stream Clustering Algorithms Empirical Evaluation 
Full Details 
DisCoTec RTPBD 2016, June 6-9, 2016 
Annie Ibrahim Rana, Giovani Estrada, Marc Solé 
INTEL, CA 
Abstract 
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The nature of the data passing through data-driven organizations is changing dramatically. 
Despite clear technological advances, analyzing big data and extracting valuable knowledge is 
still a great challenge. Big data needs big storage and highly frequent volumes of data streams 
make operations such as analytical operations, process operations, retrieval operations real 
difficult and hugely time consuming. Due to evolving nature of the data, unsupervised methods 
are recommended. Big data summarization requires lesser storage and extremely shorter time to 
get processed and retrieved. Stream clustering is an efficient strategy against mining of evolving 
big data. In this article, we evaluated most popular stream clustering techniques using the 
simulated data and the data collected from our test-bed, and presented our evaluation results. 
 
Title 
An RDMA Middleware for Asynchronous Multi-Stage Shuffling in Analytical Processing 
Full Details 
The 16th IFIP International Conference on Distributed Applications and Interoperable Systems 
(DAIS 2016), Heraklion (Grecia), Jun. 6-9, 2016.  
Rui C. Gonçalves, José Pereira and Ricardo Jiménez-Peris.  
INESC, LeanXcale. 
Abstract 
A key component in large scale distributed analytical processing is shuffling, the distribution of 
data to multiple nodes such that the computation can be done in parallel. In this paper we describe 
the design and implementation of a communication middleware to support data shuffling for 
executing multi-stage analytical processing operations in parallel. The middleware relies on 
RDMA (Remote Direct Memory Access) to provide basic operations to asynchronously exchange 
data among multiple machines. Experimental results show that the RDMAbased middleware 
developed can provide a 75% reduction of the costs of communication operations on parallel 
analytical processing tasks, when compared with a sockets middleware. 
 
Title 
A Real Time Sentiment Analysis Algorithm using Streaming Data from Twitter 
Full Details 
Abstractions and Use Cases of converged Big Data, Telecom and IoT technologies Workshop, 
EuCNC 2016, June 27-30, 2016 
Vrettos Moulos, Fotis Aisopos, Pavlos Kranas, Sotiris Stamokostas, Athanasia Evangelinou, 
Mania Kardara, John Violos, Theodora Varvarigou, Alex Psychas 
ICCS/NTUA 
Abstract 
The need for real time sentiment analysis in social media is a crucial factor for the timely 
notification and identification of patterns and producing related results. In this paper an adapted 
n-gram graphs classification method is presented, so that streaming input data are processed 
more efficiently, in the context of the LeanBigData project. An extended Twitter dataset is being 
used for this purpose, analyzing its performance both from a precision point of view as well as 
from a time performance perspective. Evaluation results yield promising classification accuracies, 
while in the same time the system efficiency is kept on satisfying levels. 
 
Title 
The CloudMdsQL Multistore System 
Full Details 
The 2016 ACM SIGMOD/PODS Conference, San Francisco (USA), Jun 26-Jul 1, 2016. 
B. Kolev, C. Bondiombouy, P. Valduriez, R. Jimenez-Peris, R. Pau, J. Pereira.  
INESC, LeanXcale. 
Abstract 
The blooming of different cloud data management infrastructures has turned multistore systems 
to a major topic in the nowadays cloud landscape. In this demonstration, we present a Cloud 
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Multidatastore Query Language (CloudMdsQL), and its query engine. CloudMdsQL is a functional 
SQL-like language, capable of querying multiple heterogeneous data stores (relational and 
NoSQL) within a single query that may contain embedded invocations to each data store’s native 
query interface. The major innovation is that a CloudMdsQL query can exploit the full power of 
local data stores, by simply allowing some local data store native queries (e.g. a breadth-first 
search query against a graph database) to be called as functions, and at the same time be 
optimized.  
Within our demonstration, we focus on two use cases each involving four diverse data stores 
(graph, document, relational, and key-value) with its corresponding CloudMdsQL queries. The 
query execution flows are visualized by an embedded real-time monitoring subsystem. The users 
can also try out different ad-hoc queries, not necessarily in the context of the use cases. 
 
Title 
A Multi-sensor Data Fusion Approach for Detecting Direct Debit Frauds 
Full Details 
2016 International Conference on Intelligent Networking and Collaborative Systems (INCoS), 
Ostrawva, Czech Republic, September 7 - 9, 2016 
Ferdinando Campanile, Gianfranco Cerullo, Salvatore DAntonio, Giovanni Mazzeo, Gaetano 
Papale, Luigi Sgaglione 
SyncLab 
Abstract 
Electronic payment systems have always represented an attractive target for cyber criminals. In 
this context the Single Euro Payments Area Direct Debit (SDD) service is gaining more and more 
importance since it has been promoted by the European banking industry as an innovative 
payment infrastructure. This service allows to perform electronic payments across the Euro zone 
as simple as domestic payments currently are. This schema facilitates the access to new markets 
by enterprises and reduces the overall cost to move capitals in Europe, but the other side of the 
coin is that it is the only financial system that has recorded an increase in the number of frauds, 
as highlighted by European Central Bank in a report dated 2015. In this paper SDD service attack 
patterns are analysed and a SDD fraud detection system based on multi-sensor data fusion is 
presented. Specifically, the Dempster-Shafer Theory is used in the proposed system to correlate 
security-relevant data from multiple information sources in order to detect anomalous behaviours 
that could be the evidence of an ongoing SDD fraud. 
 
Title 
Polyglot Data Management Session 
Full Details 
BOSS’16 workshop (Big Data Open Source Systems) – VLDB2016, September 9th, 2016 
Marta Patiño, Patrick Valduriez 
UPM 
Abstract 
The traditional tags for databases have been rendered obsolete since new data management 
technologies emerge with a combination of traditional and new capabilities that are transforming 
the database world. There are many open research challenges in which many different data 
stores coexist and even ecosystems and architectures based on multiple data stores, such as the 
lambda architecture. The new technologies have brought new data models and query languages 
more appropriate for certain kinds of problems such as key-value data stores, document data 
stores, and graph databases. In this context developers must deal with this data diversity in order 
to get insights and knowledge from the different data stores. Moreover, guaranteeing consistency 
across data stores has become a major issue due to the polyglot persistence trend. 
This session will present different technologies in this evolving arena of new data management 
technologies combining multiple capabilities. 
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Title 
Anomaly Detection Guidelines for Data Streams in Big Data 
Full Details 
3rd Intl. Conference on Soft Computing & Machine Intelligence. ISCMI 2016, November 23-25, 
2016 
Annie Ibrahim Rana, Giovani Estrada, Marc Solé Simó, Victor Muntés 
INTEL, CA 
Abstract 
Real time data analysis in data streams is a highly challenging area in big data. The surge in big 
data techniques has recently attracted considerable interest to the detection of significant 
changes or anomalies in data streams. There is a variety of literature across a number of fields 
relevant to anomaly detection. The growing number of techniques, from seemingly disconnected 
areas, prevents a comprehensive review. Many interesting techniques may therefore remain 
largely unknown to the anomaly detection community at large. The survey presents a compact, 
but comprehensive overview of diverse strategies for anomaly detection in evolving data streams. 
A number of recommendations based performance and applicability to use cases are provided. 
We expect that our classification and recommendations will provide useful guidelines to 
practitioners in this rapidly evolving field. 
 
Title 
Survey on Models and Techniques for Root-Cause Analysis 
Full Details 
Open Access arXiv at Cornell University Library, January 26th, 2017 
Marc Solé, Victor Muntés, Annie Ibrahim Rana, Giovani Estrada 
CA, INTEL 
Abstract 
Automation and computer intelligence to support complex human decisions becomes essential to 
manage large and distributed systems in the Cloud and IoT era. Understanding the root cause of 
an observed symptom in a complex system has been a major problem for decades. As industry 
dives into the IoT world and the amount of data generated per year grows at an amazing speed, 
an important question is how to find appropriate mechanisms to determine root causes that can 
handle huge amounts of data or may provide valuable feedback in real-time. While many survey 
papers aim at summarizing the landscape of techniques for modelling system behavior and 
infering the root cause of a problem based in the resulting models, none of those focuses on 
analyzing how the different techniques in the literature fit growing requirements in terms of 
performance and scalability. In this survey, we provide a review of root-cause analysis, focusing 
on these particular aspects. We also provide guidance to choose the best root-cause analysis 
strategy depending on the requirements of a particular system and application. 
 
Title 
Benchmarking Polystores: the CloudMdsQL Experience  
Full Details 
IEEE Big Data – Methods to Manage Heterogeneous Big Data and Polystore Databases 
workshop. 
B. Kolev, P. Valduriez, Bondiombouy, R. Jiménez-Peris, Pau, J. Pereira. 
INESC, LeanXcale  
Abstract 
The CloudMdsQL polystore provides integrated access to multiple heterogeneous data stores, 
such as RDBMS, NoSQL or even HDFS through a big data analytics framework such as 
MapReduce or Spark. The CloudMdsQL language is a functional SQL-like query language with a 
flexible nested data model. A major capability is to exploit the full power of each of the underlying 
data stores by allowing native queries to be expressed as functions and involved in SQL 
statements. The CloudMdsQL polystore has been validated with a good number of different data 
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stores: HDFS, key-value, document, graph, RDBMS and OLAP engine. In this paper, we 
introduce the benchmarking of the CloudMdsQL polystore and evaluate the performance benefits 
of important features enabled by the query language and engine. 
 
Title 
Load balancing for Key Value Data Stores. 
Full Details 
The 20th International Conference on Ex- tending Database Technology (EDBT 2017), March 21 
- 24, 2017, Venice, Italy. 
Ainhoa Azqueta Alzúaz, Ivan Brondino, Marta Patiño Martinez, Ricardo Jimenez Peris. 
UPM, LeanXcale 
Abstract 
In the last decade new scalable data stores have emerged in order to process and store the 
increasing amount of data that is produced every day. These data stores are inherently dis- 
tributed to adapt to the increasing load and generated data. HBase is one of such data stores 
built after Google BigTable that stores large tables (hundreds of millions of rows) where data is 
stored sorted by key. A region is the unit of distri- bution in HBase and is a continuous range of 
keys in the key space. HBase lacks a mechanism to distribute the load across region servers in 
an automated manner. In this pa- per, we present a load balancer that is able to split tables into 
an appropriate number of regions of appropriate sizes and distribute them across servers in order 
to attain a bal- anced load across all servers. The experimental evaluation shows that the 
performance is improved with the proposed load balancer. 
 
Title 
Massive Data Load on Distributed Database Systems over HBase 
Full Details 
The 17th IEEE/ACM International Symposium on Cluster, Cloud and Grid Computing (CCGRID 
2017), May 14 - 17, 2017, Madrid, Spain 
Ainhoa Azqueta Alzúaz, Marta Patiño Martinez, Ivan Brondino, Ricardo Jimenez Peris. 
UPM, LeanXcale 
Abstract 
Big Data has become a pervasive technology to manage the ever-increasing volumes of data. 
Among Big Data solutions, scalable data stores play an important role, especially, key-value data 
stores due to their large scalability (thousands of nodes). The typical workflow for Big Data 
applications include two phases. The first one is to load the data into the data store typically as 
part of an ETL (Extract-Transform-Load) process. The second one is the processing of the data 
itself. BigTable and HBase are the preferred key-value solutions based on range- partitioned data 
stores. However, the loading phase is inefficient and creates a single node bottleneck. In this 
paper, we identify and quantify this bottleneck and propose a tool for parallel massive data loading 
that solves satisfactorily the bottleneck enabling all the parallelism and throughput of the 
underlying key-value data store during the loading phase as well. The proposed solution has been 
implemented as a tool for parallel massive data loading over HBase, the key-value data store of 
the Hadoop ecosystem. 

3.3. Patents 

• “Tiered Heterogeneous Fast Layer Shared Storage Substrate Apparatuses, Methods, And 
Systems”. Angelos Bilas, Markos Fountoulakis, Spyros Papageorgiou, and  Tryfon 
FarrmakakiS (Forth). US Patent Application. Submitted in Nov 2015. 

• “Graph-enhanced Alerting System” Serge Mankovski, Marc Solé Simó, Victor Muntés (CA 
Technologies). Submitted to USPTO: 15/1867010. Filed on 30th March 2016, not public yet. 
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• “Method to enrich a domain knowledge-based graph describing a complex system by infering 
new edges based on big data analytics to perform root cause analysis” Victor Muntés, Marc 
Solé Simó, Serge Mankovski (CA Technologies). Submitted to USPTO: 15/082,982. Filed on 
28th March 2016, not public yet. 

• “Assisted Creation of Context Graphs” Marc Solé Simó, Victor Muntés, Serge Mankovski (CA 
Technologies). Submitted to USPTO: 15/083,046. Filed on 28th March 2016, not public yet. 

• “Root Cause Analysis for sequences of datacenter states” Marc Solé Simó, David Solans, 
Alberto Huélamo, David Sánchez, Jaume Ferrarons, Victor Muntés (CA Technologies). 
Submitted to Spanish Patent Office (not available yet). Filed on 21st December 2016, not 
public yet. 

• “Method and system for predicting future states of a Data Center” Marc Solé Simó, David 
Solans, Alberto Huélamo, David Sánchez, Jaume Ferrarons, Victor Muntés (CA 
Technologies). Submitted to Spanish Patent Office (not available yet) Filed on 21st December 
2016, not public yet. 

• “Automatic data center state summarization in comprehensive way” Marc Solé Simó, David 
Solans, Alberto Huélamo, David Sánchez, Jaume Ferrarons, Victor Muntés (CA 
Technologies). Submitted to Spanish Patent Office (not available yet) Filed on 21st December 
2016, not public yet. 

• “Descriptive Data Center State Comparison” Marc Solé Simó, David Solans, Alberto Huélamo, 
David Sánchez, Jaume Ferrarons, Victor Muntés (CA Technologies). Submitted to Spanish 
Patent Office (not available yet) Filed on 21st December 2016, not public yet. 

• “State information completion using graph embeddings” Marc Solé Simó, David Solans, 
Alberto Huélamo, David Sánchez, Jaume Ferrarons, Victor Muntés (CA Technologies). 
Submitted to Spanish Patent Office (not available yet) Filed on 21st December 2016, not 
public yet. 

3.4. Book chapters 

Title 
“Scalable and Efficient Big Data Analytics: The LeanBigData Approach” 
Full Details 
Ricardo Jimenez, Marta Patino, Valerio Vianello, Ivan Brondino, Ricardo Vilaca, Jorge Teixeira, 
Miguel Biscaia, Giannis Drossis, Damien Michel, Chryssi Birliraki, George Margetis, Antonis 
Argyros, Constantine Stephanidis, Luigi Sgaglione, Gaetano Papale, Giavanni Mazzeo, 
Ferdinando Campanile, Marc Sole, Victor Muntes-Mulero, David Solans, Alberto Huelamo, 
Pavlos Kranas, Dora Varvarigou, Vrettos Moulos, and Fotis Aisopos 
LeanXcale, Universidad Politecnica de Madrid, Altice Labs, Institute of Computer Science, 
Foundation for Research and Technology Hellas & University of Crete, University of Naples 
”Parthenope”, Sync Lab srlSync Lab srl, CA Technologies, National Technical University Of 
Athens & ICCS. 
Publisher: SCITEPRESS 
Abstract 
This article presents a summary of the project results. It starts with the description of the 
developed technology and then, it presents how the use cases benefit from that technology. 
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4. Conclusions 

This deliverable provides a summary of the project results be means of a set of videos describing 
how the use cases benefit from the technology developed in the LeanBigData project. A summary 
of the dissemination activities in terms of scientific publications is also presented. The project 
partners have filed a considerable number of patents (nine) on the project results. 
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